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Abstract

In this dissertation, I study how to support and improve the processes used by developers
facing open source dependency abandonment, thus promoting and enabling the sustainable
use of open source digital infrastructure. Open source software forms the digital infrastructure
that most modern software is built on, and expectations regarding ongoing maintenance are
a widespread norm despite the reality that many open source packages become abandoned,
even widely-used ones. However, supporting downstream users when they face potential or
actual dependency abandonment is a topic that has been largely neglected by open source
sustainability research.

To address this, I redirect the focus from maintainers to users and design a research proto-
col using a wide variety of empirical methods to address the risks and realities of dependency
abandonment that users face on a daily basis. I begin by going straight to the source and inter-
viewing developers who have faced open source dependency abandonment. I contextualize
and curate their experiences, how they deal with abandonment, and both the key challenges
they face as well as potential solutions. Additionally, I present a theoretical framework on
the cost of dependency abandonment, introduce the concept of community-oriented solutions
to abandonment, and provide evidence-based strategies from fields like social psychology
and game theory to overcome the volunteer’s dilemma and encourage collective responses to
abandonment. To identify the scale of the dependency abandonment issue and the current
state of user response in practice, I perform a large-scale quantitative analysis measuring the
prevalence of and response to abandonment across the JavaScript npm ecosystem. I employ a
series of statistical modeling techniques to quantify the impact of various factors on the like-
lihood and speed of downstream user response to abandonment, such as providing explicit
notice to users of the abandonment.

Through these first two steps, I demonstrate the widespread unmet need for tooling to
increase information transparency regarding the abandonment of open source dependencies.
We also learned that not all dependency abandonment is equally concerning to developers.
However, from research on the effectiveness of existing software component analysis (SCA)
tools for related dependency management practices e.g., updates and vulnerabilities, we know
a key issue of these tools is overwhelming developers with too many notifications, particu-
larly ones deemed irrelevant, which can frustrate developers and lead to tool disengagement.
With this key limitation of existing dependency management tools in mind, I set out in the
third step to develop a prototype tool to support the automated identification of abandoned
dependencies without overwhelming developers, by only notifying developers about depen-
dency abandonment that is likely impactful and noteworthy to their project. I use an iterative
participatory design approach centered on the downstream user perspective (1) to establish
an understanding of the distinctions between dependencies whose abandonment is relevant
and noteworthy to users versus those whose abandonment is not based on downstream user
usage; and (2) to inform the design of a prototype tool to increase information transparency
and support the automated identification of abandoned dependencies without overwhelming
users.
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Chapter 1

Introduction

In this dissertation, I study how to support and improve the processes used by developers facing open
source dependency abandonment, thus enabling the sustainable use of open source digital infrastructure
and the many software supply chains that depend on them. Open source software forms the digital in-
frastructure that most modern software is built on, and expectations regarding ongoing maintenance are
a widespread norm despite the reality that many open source packages become abandoned, even widely-
used ones. However, supporting downstream users when they face potential or actual dependency aban-
donment is a topic that has been largely neglected by open source sustainability research. To address this
research gap, I redirect the focus from maintainers to users and design a research protocol using a wide
variety of empirical methods to address the risks and realities of open source dependency abandonment
that downstream users face on a daily basis.

1.1 The Inevitability of Dependency Abandonment

Over the past 15-odd years, there has been a meteoric rise in the popularity of open source software in
large part due to the realization by companies (and everyone else on the internet) that relying on open
source is more cost effective and efficient than relying on in-house development or proprietary software
licensing (particularly when considering upfront development costs). Open source has become the digital
building blocks that serve as the foundation for most modern software supply chains, allowing developers
to transform ideas into prototypes and prototypes into deployed systems in a fraction of the time and at a
fraction of the cost previously possible. Today, nearly everything done on screens relies on open source,
from checking emails and stock prices to online shopping and telehealth services — inspiring the term open
source digital infrastructure, which alludes to the fact that open source has become the digital equivalent
of the roads and bridges we rely on to get from point A to point B whether we fully realize it or not. Npm,
Inc. estimated that 97% of source code in modern web applications came from npm in 2018 [122], and
the pervasiveness of open source has only increased since then [146]. Without this digital infrastructure,
“the technology that modern society relies upon simply could not function.” [52]

With this widespread reliance has come widespread expectations surrounding the production and on-
going maintenance of open source. Yet, unlike proprietary software, which typically comes with a licens-
ing agreement providing certain guarantees regarding ongoing software support and maintenance, open
source licenses only control the distribution and consumption of software and provide no guarantees re-
garding production. Despite this, there is a widely-held expectation that the maintainers of open source
digital infrastructure are responsible for providing the ongoing support, maintenance, and development
effort necessary to keep the software up to date and to meet user demands [54].



Beyond the expectations for ongoing maintenance not aligning with the licensing guarantees of open
source, they also do not align with the reality of how most modern open source projects operate. Today,
most open source projects rely on a small number of over-worked and under-appreciated often volunteer
maintainers to do the majority of the work [9, 106], and those maintainers often leave for normal rea-
sons that we cannot prevent e.g., switching jobs, a lack of time, or losing interest [111]. Furthermore,
when maintainers do disengage, more often than not, nobody else steps up, and the project becomes fully
abandoned [10], making abandonment common even among widely-used projects [115]. This means the
ongoing reliability and continued maintenance support of these projects is no sure thing.

This tension between our society’s widespread dependence on open source and the uncertainty sur-
rounding ongoing maintenance efforts has motivated the need to study and improve open source sustain-
ability. Open source sustainability is a large and vibrant research area. Yet, the majority of the research
has thus far focused on studying various characteristics, phenomena, and practices that support the goal
of ensuring the ongoing maintenance of particular projects or ecosystems.

However, because of the fundamentally self-organized and volunteer-based nature of open source, we
likely cannot prevent the abandonment of all open source digital infrastructure. As such, the users of
open source digital infrastructure will always face the risk of dependency abandonment. And since our
economy and society, from multibillion-dollar companies to hospitals and startups, relies on open source
to function[52], I argue in this thesis that sustainability research must expand its focus to include support-
ing the sustainable use of open source by helping developers better prepare for and address dependency
abandonment and its consequences when it occurs. In other words, to echo the suggestions of several open
source practitioners [53, 54, 79], instead of attempting to change the nature of open source to match the
expectations of users, I suggest supporting a change in the way users engage with open source so they are
better equipped to sustainably use open source given the risks and realities present in today’s landscape.

1.2 Supporting Sustainable Usage

As a first step at supporting the sustainable use of open source, in this thesis, I use an empirical mixed-
methods approach combining user-focused qualitative methods with large-scale data mining and statistical
modeling techniques to identify the challenges experienced by developers facing open source dependency
abandonment and to demonstrate the effectiveness of information transparency at encouraging user re-
sponse. Additionally, I leverage an iterative participatory approach to better understand the distinction
between dependencies whose abandonment is impactful to downstream users versus those whose aban-
donment is not based on the context of their usage. I then use this knowledge to inform the design of a
tool supporting the automated identification of abandoned dependencies to encourage and support their
replacement without overwhelming users. I will now briefly describe the series of projects, including the
proposed work, that comprise this dissertation. Henceforth, I use the term “we” throughout this thesis
when referring to or describing work that was a product of collaboration with other researchers.

1.2.1 Identifying the Unsupported Challenges of Dependency Abandonment

Since there has been limited sustainability research focused on addressing dependency abandonment when
it occurs, we began with an exploratory qualitative semi-structured interview study of 33 developers who
have experienced dependency abandonment. The purpose of this study was to develop a deeper under-
standing of the process developers go through when facing dependency abandonment, the challenges they
face, and what possible solutions may be.



We found that many developers felt they had little to no resources or guidance when facing abandon-
ment, leaving them to figure out what to do, on their own, through a multi-step trial-and-error process.!
Migrating to a suitable alternative was a commonly-cited low-effort solution to address abandonment;
however, finding a suitable alternative was not always straightforward or possible. In some cases, there
were suitable alternatives mentioned in clearly labeled GitHub issues, whereas in other cases, extensive
searches yielded no clear results. Furthermore, not all developers believed it was worthwhile to prepare
for or even respond to abandonment until a concrete issue occurred. And even among developers who did
believe it was worthwhile to respond to abandonment, most were not equally concerned about all their
dependencies’ abandonment. Developers often hinted that this distinction had to do with their own usage
and reliance on each dependency, with some being a cause for immediate concern, whereas others were
inconsequential.

Additionally, we learned that one of the most time-consuming parts of dependency abandonment was
actually identifying the abandonment itself. Most of the time, developers relied on manual investigations
of the dependency’s repository, either searching for indications of sufficiently long lulls in activity or for
explicit notices of abandonment, like notices at the top of the README.

Our findings illustrate that dependency abandonment is an under-supported facet of dependency man-
agement. We also learned that there is an unmet need for tooling that supports the automated identification
of abandonment and provides resources on how to respond. However, a key nuance we identified is that
not all dependencies and their corresponding abandonment matter equally to developers; suggesting that
future work on designing such tooling must investigate this nuance further in order to make an effective
support tool that does not overwhelm developers with notifications they do not care about.

1.2.2 Quantifying the Prevalence of and Response to Dependency Abandonment at Scale

In the first study, we learned that many developers are concerned about dependency abandonment and that
some believe in responding to abandonment right away, at least in certain circumstances, whereas others
prefer to wait until a concrete issue occurs. However, we still lack an understanding of how prevalent the
issue of dependency abandonment is or how developers respond in practice. Since such an understanding
is essential context for any informed plans to provide support, we performed a large-scale quantitative
analysis exploring the prevalence of, impact of, and response to the abandonment of widely-used packages
in the JavaScript npm ecosystem.

We find that abandonment is common even among widely-used packages, with 15% of widely-used
npm packages becoming abandoned during our six-year observation window between January 2015 and
December 2020. The prevalence of widely-used package abandonment indicates that users are likely not
able to entirely escape abandoned dependencies with careful upfront vetting (which was a commonly
reported preparation strategy in the first study), and that they may also need to actively consider strategies
to identify and manage abandoned dependencies. Furthermore, while many developers expressed concerns
about dependency abandonment, only 18% of exposed projects in our sample removed the abandoned
dependency, which suggests some sort of disconnect but is roughly comparable with other dependency
management practices, such as installing updates.

1.2.3 Triangulating the Impact of Information Transparency on User Response to Depen-
dency Abandonment

In the first study, we learned that one of the biggest bottlenecks in the process of dealing with dependency
abandonment is identifying the abandonment in the first place. When explicit notices of abandonment

'.e., one interviewee reporting feeling like they were winging it, inspiring the title for this first publication



are not apparent, users often rely on manual inspections of the dependency’s repository for signs of in-
activity; however, developers often reported struggling to determine whether a lull of a particular length
of time was actually indicative of abandonment or not. Nonetheless many developers want to identify
abandonment before it causes a concrete problem, so they can react without immediate time pressures.
Therefore we hypothesize, following from signaling theory, that increasing information transparency sur-
rounding abandonment may help support and encourage downstream responses by making abandonment
more visible.

To investigate this, we use a series of statistical modeling techniques to model the distinction in down-
stream responses to abandoned packages that provided an explicit notice of abandonment (higher infor-
mation transparency) compared to packages that silently stopped maintenance (lower information trans-
parency). We found that removal rates are significantly faster when packages provide an explicit notice
of abandonment to users, suggesting that awareness matters and that increasing information transparency
can help significantly improve downstream response rates to abandonment.

1.2.4 Proposed Work: Identifying the Abandonment that Matters

From the first two studies, we learned (1) that increasing information transparency surrounding abandon-
ment helps support and encourage user response; (2) that there is an unmet need for tooling to support the
automated identification of dependency abandonment; and (3) that most developers do not care about the
abandonment of all dependencies equally. Additionally, from research on other dependency management
tools, we know that when tools provide too many notifications to developers, especially ones deemed
incorrect, unimportant, or irrelevant, it can distract, overwhelm, and annoy developers causing informa-
tion overload and notification fatigue, which often leads to developers ignoring the tool or removing it
altogether [73, 116, 151]. Research on overcoming notification fatigue in such circumstances has sug-
gested that only sending relevant notifications to developers can help alleviate the issue [164]. While this
may sound like a straightforward revelation in hindsight, within the context of creating tooling to sup-
port the automated identification of abandoned dependencies, it leads to the nontrivial question of ‘what
dependencies’ abandonment will a developer care about in the context of a particular code base?’

In this proposed study, we will employ an iterative human-centered participatory approach to design
an intelligent prototype tool for supporting automated dependency identification without overwhelming
users with notifications they do not care about. More specifically, we will perform a series of formative
need-finding interviews (1) to develop a theoretical understanding of which dependencies’ abandonment
will be impactful to a project based on the context of their usage; and (2) to elicit design requirements
and information needs for such a tool in order to support effective usage and downstream response to
abandonment using experience prototyping. Then we will develop and operationalize a heuristic based on
our theoretical understanding, assess its effectiveness in proactive through user evaluation interviews, and
utilize a co-design protocol to develop a user-centric prototype tool design.



1.3 Thesis Statement

By shifting the focus of sustainability research from maintainers to users through the identification
of both the challenges developers face when dealing with open source dependency abandonment as
well as how they currently react at scale, I will improve the resiliency and adaptability of open source
digital infrastructure and the many software supply chains that depend on them.

I highlight the unmet need for tooling to automate the identification of dependency abandonment,
demonstrate the efficacy of information transparency in encouraging timely downstream responses,
and design user-centric tooling for identifying abandonment by developing a heuristic to identify
impactful abandonment based on downstream usage context, thus facilitating the sustainable use of
open source.

1.4 Contributions

My thesis makes a number of contributions toward supporting the sustainable use of open source digital
infrastructure, including:

* A taxonomy of common strategies used by developers to identify, prepare for, and deal with depen-
dency abandonment as well as the common challenges faced in these processes.

* A theoretical framework for the costs associated with abandonment as well as suggested cost-
reduction strategies.

* The concept of community-oriented solutions and evidence-based strategies from fields like social
psychology and game theory to overcome the volunteer’s dilemma to collectively address abandon-
ment.

* A detailed approach for detecting abandoned packages at scale using both activity-based indicators
and explicit notices of abandonment.

* Quantification of the prevalence of widely-used package abandonment in the npm ecosystem and
the response to abandonment with a contextualizing comparison to other dependency management
practices.

* Evidence of the effectiveness of information transparency in supporting and encouraging more
timely downstream responses to dependency abandonment.

1.4.1 Proposed Contributions

The contributions of the proposed work of this thesis are expected to include the following:

* A theoretical framework for understanding, from the downstream user perspective, which depen-
dencies’ abandonment will be impactful and noteworthy based on the context of their dependency
usage.

* An operationalized heuristic based on the theoretical framework for predicting which of a projects
dependencies would be impactful based on the context of their usage allowing for automatic cus-
tomized abandonment notifications.

* A prototype design for tooling for the automated identification of impactful abandoned dependen-
cies, developed using an iterative participatory design process incorporating developer design re-
quirements and information needs.
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Chapter 2

Background and Related Work

Reusing open source frameworks, packages, and other abstractions forms software supply chains [5],
where packages rely on “upstream” dependencies created and maintained by others, that often have their
own dependencies, creating the chain. Such reuse speeds up development, but also brings risks “down-
stream.” Dependencies may introduce breaking changes in an update [15], become incompatible with
other dependencies [42, 43], contain security vulnerabilities [44, 75, 86, 100], or even get attacked through
supply chain attacks [78, 89, 153, 170].

2.1 Dependency Management

What We Know. Open-source dependencies can provide free reusable functionality to developers. By
building on these resources, developers can turn ideas into prototypes and prototypes into deployment
code in a fraction of the time and at a fraction of the cost previously possible. However, there is a notable
downside to dependencies, namely dependency management. Due to both internal and external evolution-
ary pressures to enhance features, fix bugs, and patch vulnerabilities, dependencies and their application
programming interfaces (APIs) change over time [96, 126], sometimes becoming incompatible with old
versions or other dependencies a project may have [15, 77, 128]. Such pressures often make coordinating
dependency updates and maintaining compatibility between dependency requirements a complex task, es-
pecially when lots of dependencies are used or when breaking changes occur, i.e., changes that require
users to refactor their code. Additionally, projects can face security vulnerabilities through their depen-
dency supply chain, including transitive dependencies where dependencies have dependencies of their
own [89].

Cross-ecosystem studies of the presence of vulnerable dependencies have highlighted the importance
of managing and updating dependencies [132, 170]. Research suggests that generally keeping depen-
dencies up to date correlates with better security outcomes [35]. Because of the complexities of depen-
dency management, there have been calls for documenting all dependencies in a software bill of materials
(SBOM), including a US executive order signed in May 2021 mandating the tracking and documenting of
dependencies (using software bill of materials, SBOM) for software sold to the government [4] In short,
dependency management is a complex ongoing problem that has been studied in different ways.

When developers switch dependencies or update after a breaking change, they often face nontrivial
migration work in their own code base. Researchers have attempted to address the many challenges
surrounding dependency migration by trying to understand how developers migrate between libraries [8,
33, 154, 155], and by creating numerous tools supporting migration [7, 24, 167]. Even so, attempts to
support migration thus far have generally supported limited varieties of API evolution, giving them a
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limited scope of applicability [26, 49, 124], and limited success in practice [33].

Because keeping up to date with dependency updates can be challenging, research has studied how
developers approach and manage dependency updates [11, 40, 42], particularly how they approach ver-
sioning and breaking changes [15, 41, 48, 129, 135, 166] and security patches [44, 46, 75, 88, 132], which
have been extensively studied, and are considered highly important [123, 144]. Despite common concerns
about the continued maintenance of dependencies [52], a central theme in much of the empirical research
on dependency management is that developers tend to either be slow about updating dependencies or
not update them at all, even those with known security vulnerabilities [12, 44, 45, 46, 88, 93, 109, 129,
132, 132, 137, 152, 171], raising questions about whether abandonment is actually a problem if many
projects rely on old versions anyway. For example, Kula et al. [88] studied dependency updates across
4,600 GitHub projects and found that the majority tend to not update dependencies even when security
vulnerabilities are involved, with 81.5% of projects having outdated dependencies. Similarly, Decan et al.
[44] estimated that it takes almost 14 months for 50% of projects to install a patch for a vulnerable de-
pendency. In addition to studying how updates are managed at large, particular focus has been directed
towards studying how breaking changes are dealt with [15].

There have been many attempts to improve dependency management practices. Software composi-
tion analysis (SCA) tools, such as dependabot, Sonatype, and Snyk, track dependencies and their updates
and alert developers of known vulnerabilities. Studies show that using such SCA tools can improve de-
pendency management outcomes [45, 73, 116]. The adoption of SCA tools is widely seen as a best
practice [123], but these tools suffer from many problems, especially high false positive rates and result-
ing notification fatigue [73, 116, 127, 138]. Furthermore, semantic versioning with floating dependency
versions enables automatic installation of patches, but this practice is controversial since it can also in-
troduce risks of breaking changes and deliberate supply chain attacks [46, 129]. Some developers signal
proper dependency management by displaying security scores or repository badges [2, 90, 158], which is
a topic we will explore further in Section 2.1.1.

What We Do Not Know. Despite the extensive amount of research that has been done on dependency
updates and vulnerabilities, to the best of our knowledge, little research has studied the opposite problem,
dealing with dependencies that have been abandoned and that are therefore no longer receiving updates.
Dealing with abandoned dependencies is a facet of dependency management, yet little is known about
how developers respond to dependency abandonment, and how dealing with abandoned dependencies
compares to other dependency management practices. Tools to help with dependency abandonment are
rare,! to the frustration of practitioners [113]. Generally, developers can choose to continue using aban-
doned dependencies if they do not (yet) pose concrete problems, or they can take various actions that
all involve removing the dependency and replacing it with something else. In this dissertation I address
this gap by both providing detailed information on how users can prepare for and address dependency
abandonment in Chapter 3 and quantitatively studying at scale how often and how fast developers re-
spond to abandonment and how (or whether) this differs from other dependency management practices in
Chapter 4.

We also know little about how individual developers make decisions about removing abandoned de-
pendencies. Our interviews in Chapter 3 suggest that some developers are very regimented about removing
abandoned dependencies (sometimes driven by policies requiring it or a feeling of responsibility) while
others prefer to wait for something to break [113]. Yet it is unclear whether the developers that promptly
attend to abandoned dependencies are the same ones that follow good dependency management practices
and possibly good development practices in general. Thus, we explore whether how developers deal with
abandonment associates with other development practices and project characteristics in Chapter 4.

'Exceptions are FOSSA’s Risk Intelligence service, currently in beta, and a recent research prototype by Mujahid et al. [119].
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2.1.1 Supporting Downstream Decision Making with Signaling Theory

What We Know. In open source, developers make many decisions based on publicly available information,
without explicit coordination [37, 38, 104, 108, 133, 158, 160]. This includes complex inferences like
choosing which developers to follow [13, 94] or hire [22, 107] and which projects to depend on [15,
118]. Maintainers can shape how they present their packages to influence the actions of their users and
contributors — such mechanisms are often studied in the context of signaling theory [133, 158, 160] and
nudging theory [73, 104, 116]. For example, developers may include badges in their README to signal
practices and expectations, such as signaling that a project finds rigorous automated testing and frequent
dependency updates important, which may then shape the decisions of potential or current users and the
behavior of contributors [157, 158]. Such nudges can be incorporated in the design of tools, e.g., to
accelerate the completion of overdue pull requests [104]. In the CRAN ecosystem, volunteers explicitly
coordinate to inform their dependents (within the ecosystem) about breaking changes [15], but this practice
is rare otherwise.

a jordan
&¥ @jdan

Is it fair to say “Is” is dead? No commits in like 15 years... getting a little
worried about depending on it in my software. What are the maintainers
doing?

11:20 AM - Oct 9, 2023 - 168.7K Views
Figure 2.1: Tweet illustrating the frequent difficulty of identifying dependency abandonment.

What We Do Not Know. Little is known about what maintainers can do as their final actions to help the
community when they decide to stop maintaining a package. Developers make inferences about the aban-
donment status of packages with all kinds of information (e.g., the date of the last commit, recent issue
discussions, forum discussions), yet they often struggle to determine conclusively whether a package is
abandoned such as in the example in Figure 2.1. We conjecture that even simple actions like publicly
announcing that a package will no longer receive maintenance can shape how affected developers respond
to abandonment. As a starting point to explore responsible sunsetting strategies, we investigate how an-
nouncing the abandonment status of a package impact how fast dependent projects remove the abandoned
dependency in Chapter 4.

2.2 Open Source Sustainability

What We Know. Nearly everything we do on screens from checking email and stock prices to online
shopping and reading the news relies on and could not function without open-source software [52]. In
2018, npm, Inc. estimated that, on average, 97% of the code on modern web applications comes from
npm [122]. While difficult to quantify, the economic value of open source is also significant; some estimate
that in 2010 open-source software produced 342 billion Euros of economic value in Europe alone [39].
Nonetheless, despite the widespread reliance on open source, the reliability and continued maintenance of
many of these packages is no sure thing — this is a key motivation for open-source sustainability research.

Prior research argues that a project’s maintainers are a crucial part of its success [27], and that it is
vital to attract new contributors, support their onboarding, and retain core maintainers. Each of these parts
of the contributor life cycle have been studied thoroughly.

In terms of attracting new contributors, researchers have studied the barriers faced by new contrib-
utors [130, 147, 148, 149, 163], the project characteristics associated with greater attractiveness to new
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contributors [17, 62, 133], and even the role of social media [56]. Research supporting the onboarding of
contributors has studied the onboarding process [36, 51, 80, 163], the role of scaffolding, mentoring, and
social ties [55, 71, 81, 150, 160, 168], and the characteristics of contributors who succeeded in becoming
part of the core team [64, 159, 172]. Research on retaining core contributors focused on why they disen-
gage [21, 82, 111], the role of maintaining a healthy community to reduce that risk [59, 112, 134], and the
impact of disengagement on the health and survival probability of a project [58, 60, 83, 99, 120, 136, 161].

Research has also studied the impacts of project and ecosystem characteristics and organizational
structures on open-source projects including the effect of codes of conduct [142, 157], how badges
can be used as a signal to attract new contributors [158], how project and ecosystem characteristics
impact maintainer retention and project activity [29, 70, 161], the maintainability and sustainability of
projects [28, 70, 140, 169, 173], and the impact of commercial involvement on open-source develop-
ment [23].

What We Do Not Know. Taking a step back, we can observe that almost all sustainability research thus
far focuses on studying various factors, characteristics, and phenomena that support the goal of keeping
particular projects or ecosystems alive and actively maintained. While lots of research has explored how
to prevent the abandonment of the open-source packages that serve as our digital infrastructure, there are
very few insights on addressing abandonment when it occurs. However, because of the self-organized and
volunteer-based nature of much of open source, we likely cannot stop all projects from being abandoned
or ensure their ongoing maintenance.

Many popular open-source packages hosted on GitHub rely on one or two core maintainers who
are often volunteers to keep the package running [9, 52], and core maintainers sometimes disengage for
various reasons that occur normally in life, such as starting a family, switching jobs, no longer having
enough time, or simply losing interest [111]. Maintainers losing interest or no longer having enough time
to contribute are two common reasons open-source packages fail [27]. One study of popular packages
on GitHub found that 16% were abandoned by maintainers, and in 59% of those abandoned packages,
nobody stepped up to take over maintenance efforts leaving the package fully abandoned [10].

Therefore, since open source is depended on by “our economy and society, from multi-million dol-
lar companies to government websites” [52] to support the rapid and efficient development of modern
software, we argue open-source sustainability research must expand its focus to include supporting the
sustainable use of open source by helping developers better prepare for and deal with dependency aban-
donment and its consequences when it occurs. This general direction, which I pursue in this dissertation,
has received relatively little attention in the literature, with a few exceptions of prior works measuring and
communicating library and community health to potential users to help them avoid selecting packages to
depend on which may be in decline or otherwise have indicators of being unsustainable [117, 161].

2.2.1 Understanding the Prevalence of Dependency Abandonment

What We Know. Package abandonment is an understudied risk of open source dependencies. Developers
worry about abandonment (e.g., online [141]) particularly from a security perspective, since an abandoned
package may no longer receive security patches [113, 170, 174]. Our interview study (cf. Chapter 3) also
revealed developers’ frustration that they will not receive the new features or support they had hoped for,
that the package will become increasingly less useful as requirements and the environment change, and
that the package will become incompatible with other evolving infrastructure [113].

What We Do Not Know. We have very little data about how prevalent abandonment is among widely-used
packages or how many downstream projects are exposed. Sonatype’s 2023 State of the Software Supply
Chain report finds that 18.6% (24,104) of open-source packages that were maintained the prior year no
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longer qualify as maintained that year [144], but it is not clear how this data was collected and whether
such results generalize to widely-used packages that might be considered critical digital infrastructure.
Quantifying the frequency of abandonment and the resulting exposure downstream is needed to under-

stand the scope of the problem, therefore I quantify at scale the prevalence of and exposure to package
abandonment in Chapter 4.
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Chapter 3

Navigating Dependency Abandonment

3.1 Introduction

In this chapter, we collect, curate, and contex-
tualize the experiences and practices of develop-
ers who have dealt with open-source dependency
abandonment. With the goal of understanding
what developers do when facing open-source de-
pendency abandonment, we explore this topic with
two research questions (RQs):

RQ1 How do developers prepare for the risk of

open-source dependency abandonment?

RQ2 How do developers deal with open-source
dependency abandonment, once it occurs?

This chapter summarises the work done in our
paper ‘We Feel Like We're Winging It’: A Study
on Navigating Open-Source Dependency Aban-
donment [113]. We conducted semi-structured, in-
depth interviews with 33 developers who have ex-
perienced open source dependency abandonment,
which we will refer to as just abandonment mov-
ing forward for brevity. We identified three stages
during the dependency life cycle where intervie-
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Figure 3.1: Dependency life cycle with the common

wees commonly took action to address the risks stages where abandonment is addressed highlighted.

and realities of abandonment: before adoption,

while using a dependency that is still being main-

tained, and after a dependency has become abandoned (see Figure 3.1). While we identified a wide range
of philosophies surrounding preparing for and dealing with abandonment, there was a common sentiment
that there are often very few resources on dealing with abandonment; interviewees often had to figure it
out by trial-and-error with little guidance.

While not all interviewees believed it was worthwhile to invest in preparing for abandonment, some
did, and they prepared, e.g., by creating abstraction layers in their code base to localize dependency use,
and by monitoring the dependency and its surrounding community to stay informed of any issues or po-
tential signs of abandonment. Once interviewees identified abandonment, they often sought support and
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guidance from the community, switched to alternative dependencies, and forked or vendored abandoned
dependency code. Overall, we suggest that there is a potential to reduce the costs associated with aban-
donment through investments into preparation, but it is often unclear whether that preparation will pay off.
In addition, there is often potential for community members to invest in solutions that will benefit others
facing the same problem, such as creating a migration guide, we call these community-oriented solutions.
However, developers often have little incentive to create such community-oriented solutions — an instance
of the volunteer’s dilemma [47]. We survey solutions to the volunteer’s dilemma from fields like social
psychology and game theory, and discuss how they can be applied to this context.

3.2 Research Design

y
Identify & Run Perform Perform
Recruit »| Interviews »| Qualitative »1 Validity
Participants Analysis Check
A J

Figure 3.2: Research methodology flow chart.

Because, as far as we know, there has been little research studying how developers prepare for (RQ1)
and deal with (RQ2) dependency abandonment, we used an iterative research process and qualitative
research methods. Specifically, we performed semi-structured interviews with interwoven analysis and
exploration, as we illustrate in Figure 3.2. As is often recommended, we did not compartmentalize the
interviews and the analysis into separate discrete phases, but instead iteratively built our understanding
and adjusted our interview guide and codebook in tandem throughout the interviews [98]. We will now
discuss study design, analysis, and limitations.

3.2.1 Identifying and Recruiting Participants

Because we wanted to talk to people who had experience dealing with open source dependency aban-
donment, for our interview study we specifically targeted people who had depended on an open source
project that then became abandoned recently. To identify such maintainers, we worked backward: First,
we identified abandoned projects, then we identified projects that depend on each abandoned project, i.e.,
the dependents, and finally, we identified the maintainers of those dependents. See paper for details on
this participant identification process [113].

3.2.2 Interview Protocol

Interviews began with introductions and verbal consent. The main topics of the semi-structured interview
guide included (1) how interviewees identified abandonment; (2) the impact of abandonment on their
project; (3) how they dealt with the abandonment and what solutions they used; (4) whether they prepared
for the risk of the dependency becoming abandoned before identifying abandonment; and (5) whether
they considered or evaluated the risk of the dependency becoming abandoned before adoption. Since the
goal of the interviews was to understand how interviewees prepared for and dealt with the abandonment,
during interviews where time permitted we identified additional abandoned dependencies to discuss, in
addition to the original dependencies that were identified, by asking “have there been other instances of
any of your project’s open-source dependencies becoming unmaintained or abandoned by maintainers?”
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We typically were able to discuss two abandoned dependencies per interview, and we kept discussions
focused on those specific cases to get concrete insights.

3.2.3 Data Collection and Analysis

The interviews took place over Zoom and lasted 25 minutes on average. In total we conducted 32 inter-
views (P1-32) where one interview was with two developers (P2a, P2b). We stopped running interviews
once we reached our saturation criterion, which we defined as three consecutive interviews without learn-
ing any new major insights [61]. We qualitatively analyzed the interview transcripts using iterative the-
matic analysis [16]. During this process, we were perpetually switching between the stages of exploring
the rich transcripts, engaging with and analytically memoing the data [110], coding, searching for themes,
and refining the codes and coding framework, as is recommended [98]. See paper for more details on this
analysis process.

3.2.4 Validity Check

To validate and check for fit and applicability of our findings as defined by Corbin and Strauss [32],
we performed a validity check by sharing our findings and results with interviewees. We also sent a
list of prompts and questions asking interviewees to look through the documents for areas of agreement
or disagreement, general correctness, and any additional insights they gained after reading through the
findings as well as the experiences and strategies of other developers. Six interviewees responded, all six
confirmed that they largely agree with our findings, e.g., I think your paper is a well-considered analysis
of the subject that fits with my experience, fwiw” (P11).

3.2.5 Limitations

The findings of our qualitative interview study suffer from the same limitations commonly found in work
of this kind. Generalization beyond the pool of interviewees should be made with caution. See paper for
full description of limitations [113].

3.3 Results

Through our qualitative analysis, we identified several stages in the timeline of an interviewee’s experience
with a dependency where they frequently took action to prepare for or deal with dependency abandonment.
In Figure 3.1, we present these key stages, which are (1) considerations before adoption regarding current
or future dependency maintenance, (2) strategies used during or after adoption to prepare for the risk of
abandonment, and (3) solutions to address abandonment once identified. For the sake of brevity, we now
discuss the solutions used by interviewees to address abandonment and briefly mention key findings for
the other stages. For further details on all stages, please refer to the paper [113].

3.3.1 Considerations Before Adoption

When deciding whether to adopt a dependency, interviewees often reported evaluating the current mainte-
nance status and the expected risk of future abandonment by examining project and maintainer character-
istics. Essentially all mentioned factors align with those discussed in literature about general dependency
selection [15, 91, 118, 133]. A project’s popularity, activity, and maintainer reputation were often used
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when considering the risk of a potential dependency becoming abandoned, mirroring factors used in gen-
eral dependency selection.

Key Insights: A project’s popularity, activity, and maintainer reputation were often used when
considering the risk of a potential dependency becoming abandoned, mirroring factors used in
general dependency selection [15, 91, 118, 133].

3.3.2 Preparations Once Adopted

Between when a project decides to adopt a maintained dependency and when that dependency is identified
as abandoned, some interviewees prepared for the risk of abandonment occurring. Interviewees engaged
in many different kinds of preparation. Some forms of preparation focus on making it easier to identify
abandonment and others focus on making it easier to deal with abandonment when it occurs. Additionally,
some forms of preparation are one-time actions whereas others are reoccurring actions.

Key Insights: Interviewees who prepared for the risk of dependency abandonment often did so by
localizing the use of dependencies in their code base by building abstraction layers or by remaining
aware of the goings-on in the dependency itself and the broader community.

3.3.3 Identifying Abandonment

It is important to understand how abandonment is identified, because in cases where identification happens
after a concrete problem has occurred, immediate action is frequently needed which can be disruptive to
projects. Thus many developers want to identify abandonment before it causes a concrete problem, so they
can react without immediate time pressures. Interviewees used a wide range of information to identify
abandonment.

Key Insights: Manually-identified information like project characteristics were often used to iden-
tify abandonment, such as commit frequency and progress resolving issues or PRs. Some package
managers like npm and Composer provide abandoned/deprecated project flags, which can be used
to automatically detect abandonment in projects that have been explicitly flagged as such.

3.3.4 Impacts of Abandonment

Unlike breaking changes which by definition break things, it is not obvious that dependency abandonment
in and of itself is problematic. If a dependency worked last year and has not been changed, there is no
inherent reason why its abandonment would cause problems. However, Lehman argues that software
either “undergoes continual changes or becomes progressively less useful” [95]. We provide a summary
of the types of impacts experienced in Figure 3.1.

Distinctions in Impact Between Dependencies. The impact of abandonment can vary widely depending
on the type of dependency in question. There was often much more concern about dependencies used at
runtime, for security, or for other user-impacting tasks compared to dependencies used in development
environments or as infrastructure during testing and deployment, which were commonly seen as less
impactful and concerning. For example, “if we have a runtime dependency that is abandoned or not
maintained or has security issues, we either typically contribute to that project to bring it up to speed
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and fix those vulnerabilities or look for an alternate, so we’re really specific and careful about runtime
dependencies” (P2a).

Key Insights: Most impacts were not concrete technical issues but broad concerns about potential
future issues or general impacts like costing time. While some interviewees were concerned about
possible future security vulnerabilities, no interviewees reported experiencing a security vulnera-
bility associated with an abandoned dependency.

3.3.5 Solutions to Abandonment

Once dependency abandonment was identified, nearly all interviewees deployed some sort of solution
to deal with abandonment. The most common solution was switching to a better maintained alter-
native (P1-4, 6, 7, 10, 12-14, 16, 17, 20, 23, 27, 29, 31, 32). Interviewees found these alternatives in
various ways. Sometimes, an issue or PR on the abandoned project included a discussion recommending
an alternative. For example, “actually, I can see now on the ‘is the project dead’ issue there’s some-
one saying use [alternative project], which was the alternative that we ended up going to” (P17). In
other cases, interviewees used search engines such as DuckDuckGo, forum websites such as Reddit or
StackOverflow, package managers such as PyPi, or even specialized open-source library recommendation
websites such as 1ibhunt . com to find pointers to alternatives. Another interviewee described how an
automated warning about an abandoned dependency included a list of alternatives, which was used to
select a replacement (P32).

Often the goal was not just to find another project that had the same functionality, but that also has
a similar API to make migration easier and minimize disruption to their code base. For example, one
interviewee found an alternative with essentially the same API so the migration entailed “basically just
changing the namespace on what we import that functionality from” (P32).

Another common solution was to fork or vendor code (P1-2b, 4, 5, 7, 10, 12-14, 16, 20, 23, 30, 32)
from the abandoned dependency; vendoring means incorporating 3rd party software directly into a code
base [156]. For example, “sometimes we vendor some code, which means we’ll just directly copy the
code and re-license it into the package itself” (P1). A drawback of this solution is that it can increase the
amount of code a developer is responsible for maintaining over time. As one interviewee put it “/ think
that’s like the last thing that anyone wants to do, just develop it yourself, because then you would have to
become the one that maintains it” (P31).

Most of the time, when interviewees forked a project, it was used as a personal fork, acting as their own
stable version with which they could control and maintain compatibility. Only one interviewee explicitly
discussed making a hard fork that they advertised as an alternative for others to use (P30).

Seeking support from others (P4, 5, 7, 10, 12-14, 17, 21, 23, 25, 30, 32) by reaching out to the
maintainers or others in the community provided insights into the situation and what potential solutions or
next steps could be. In several cases fellow community members had already posted bug fixes or pointers
to alternative dependencies in the abandoned dependency or created blog posts explaining how to migrate
to an alternative. For example, “The first [strategy] we figured out is, you know, go through the issue list
and see what kind of issues people are having, and if it’s similar issues, I try to talk to them to figure out
what the exact fixes are and stuff like that” (P10).

Others [tried to] contribute to the dependency (P2a, 3, 5, 13, 23, 30) by reaching out to the main-
tainer about helping or providing maintenance support. In some cases, the old maintainers would respond
after several months, and in other cases this was not a successful solution because they did not receive
a response. For example, “/ and others were reaching out to the original maintainer trying to see if we
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could take it over, and he was basically non-responsive. He had originally posted on Twitter; if you look
at that discussion, he was looking for a maintainer. But he just dropped off the map” (P30).

Another solution used by some was trying to help find new maintainers (P4, 5, 7, 12, 25) by sup-
porting community efforts to recruit new maintainers to take over. This was often accomplished through
discussions on the abandoned project’s issue tracker. For example, “/’d say my strategy has been to reach
out to folks in the issue tracker and encourage them to rename the project and get something up and
running, and offer myself for testing if somebody works on it. So at this point, I'm just monitoring the
situation and trying to encourage others to step up and work on it” (P25).

Key Insights: Seeking support from the community and switching to an alternative dependency
can be effective and low-effort solutions assuming the required infrastructure is present. Given a
deficiency of such, forking or vendoring the abandoned dependency can be a quick fix but can also
increase the maintenance effort required over time.

3.4 Discussion: Towards More Sustainable Use of Open Source

Our research has catalogued a diversity of practices to prepare for or deal with open-source dependency
abandonment. Reflecting on the costs and potential benefits of all these practices, we now discuss higher-
level emerging themes, drawing also from the theory of the volunteer’s dilemma.

3.4.1 The Cost of Dependency Abandonment

From interviewees, we heard about the costs associated with abandonment throughout our study: We
showed the sometimes disruptive impacts of abandonment (Section 3.3.4) and showed the various, often
costly actions developers used to deal with abandonment (Section 3.3.5). When a dependency becomes
abandoned, it shifts at a high level from being a free and easy to use software artifact to a potential liability
and source of unexpected disruptions, costs, and concerns. One way to think about the total anticipated
cost of abandonment is as a product of the probability of abandonment occurring and impacting the de-
pendent project (impact probability) and the effort required to react to the abandonment once it happens
(reaction effort):

anticipated cost of aband. = impact probability X reaction effort

With this framing, almost all the actions that we see developers take to prepare serve as investments
to reduce the anticipated cost of abandonment by trying to reduce either the impact probability or the
reaction effort, for example:

* Only using high-confidence dependencies and minimizing the number of dependencies (Section 3.3.1)

both reduce the impact probability but require investment both in terms of necessary research effort
and accepting potential opportunity costs from not using certain dependencies.

* Minimizing/localizing dependency use (Section 3.3.2) can reduce the reaction effort post abandon-
ment with some upfront investment in terms of designing an abstraction layer.

* Monitoring the dependency (Section 3.3.2) can be seen as an investment to notice dependency
abandonment before it becomes an urgent problem — this gives developers an opportunity to act on
their own time with lower reaction effort compared to when they are forced to react in an emergency
situation to a roadblock or other concrete problem.

18



* Although outside the scope of this paper, any investments to keep projects alive, such as by improv-

ing funding (Section 2.2), can reduce impact probability.
This cost framing highlights how developers can consider investing in preparation to reduce the an-
ticipated cost of abandonment. Whether that investment is prudent is often not obvious in practice and
depends on both the risk aversion of the developer and the relative investment costs and cost reduction

benefits:
reduction of anticipated cost of aband.

return on investment = - -
investment cost for preparation

3.4.2 Aspirational Cost Reduction Strategies

Beyond the preparation strategies discussed earlier, the software engineering literature as well as some
interviewees suggest possible solutions to reduce impact probability or reaction effort or the investment
cost for preparation — each making such investments more efficient. While most are not widely adopted,
we discuss them here as aspirational strategies and promising directions for future work.

Proactive Warnings for Unmaintained Dependencies (Identifying Abandonment). Often identifying
whether a dependency is abandoned requires manual effort (e.g., observing commit frequency or looking
for notices of abandonment/archival, see Section 3.3.3). To reduce the investment required, automated
tools can provide proactive warnings for unmaintained dependencies. For example, one interviewee ex-
pressed how they wished they had a tool that would notify them when one of their dependencies has been
unmaintained for a given period of time. They described how a Dependabot-like tool could indicate “if
there are no updates to this package in, say, six months, eight months, a year” (P23)., which “would give
an idea of what kind of things I'm depending on that are starting to go out of style” (P23). Only one
interviewee (P20) reported using a tool that does just that— the beta Risk Intelligence service by FOSSA
notifies users when a dependency has not been updated in the past two years [131]. Future work could
explore how to design such tools without overwhelming developers with configuration work and alerts
causing notification fatigue.

Increasing Transparency about Expected Project Maintenance (Preparing for Risk of Abandonment).
While many prepared by only relying on high-confidence dependencies (Section 3.3.2), determining
whether a dependency is high-confidence was often done with non-trivial manual evaluations of project
characteristics like responses to issues and PRs. Transparency mechanisms frequently studied in software
engineering and collaborative work [158], such as badges in READMESs, can make it easier to assess the
status of a project. One interviewee (P22) explained how their company has started putting badges in their
public projects’ READMEs showing their intended support status (e.g.,
). Such transparency mechanisms can be used to declare maintenance intention (e.g., beta phase, hobby
project, actively maintained, commercial support available) but can also be used to automatically sum-
marize information, e.g., the last activity of the maintainer or the typical recent issue response latency.
Beyond shield.io’s template for a maintained badge ( , not widely used), we are
not aware of any more advanced transparency mechanisms regarding maintenance status or abandonment
risk, although efforts seem underway at least as part of the CHAOSS project [65].

Supporting the Construction of Abstraction Layers (Preparing for Risk of Abandonment). The building
and deploying of abstraction layers (Section 3.3.2) was widely credited with significantly reducing the
reaction effort, but building abstraction layers was often a time-intensive process that did not scale well
to a large number of dependencies. As an alternative to the vast amount of research on API migration
(see Section 2.1), refactoring tools could be enhanced to provide direct support for creating abstraction
layers. Additionally, developers could write reusable abstraction layers for certain libraries that can be
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shared with other developers to make subsequent migration between libraries easier (similar to how JDBC
abstracts from individual database protocols).

Adbvertising Alternatives (Addressing Abandonment). Switching to an alternative dependency (Sec-
tion 3.3.5) is a common solution when faced with abandonment, but finding a suitable one can be chal-
lenging, as it is not always clear where to look. Also finding actively maintained forks can be difficult in
projects with many forks. Making suitable alternatives easier to find can reduce reaction efforts. Inter-
viewees mentioned several specific strategies for advertising alternatives: (1) posting pointers to alterna-
tives on the abandoned dependency’s repository page (e.g., notes in an issue thread about abandonment);
(2) promoting alternatives on relevant online forums (one interviewee (P30) reports creating posts on rel-
evant Subreddits like r/python when they have a new release celebrating it and giving an overview of the
project and its features); and (3) creating blog posts discussing alternatives. Platforms could highlight
posts for alternatives, curate links to external resources, and highlight active forks. They could also gather
a lot of information automatically, for example, by scraping what other projects have migrated to in the
past.

Supporting Dependency Migration (Addressing Abandonment). Some interviewees expressed how each
time they face dependency abandonment, it feels like there is no existing game plan or guidance to refer
to, and that they have to figure out how to move forward on their own. For example, “we really do need
rubrics or tools or something because every time a project becomes abandoned, or we think it might be
abandoned, we feel like we’re winging it. We feel like we’re dealing with it for the first time and we
don’t have a run book for that, and I doubt anybody really does” (P4). Beyond just suggesting possible
alternatives, platforms, tools, and community initiatives can provide support for how fo deal with an
abandoned dependency, such as creating a migration guide, showing examples of how to use alternative
APIs, or even to attempt API migration (semi-)automatically. Such information can be curated with
community inputs or generated from activities in other repositories, which could help reduce developers’
reaction efforts by minimizing the amount of trial-and-error and manual work required to address a given
dependency’s abandonment.

3.4.3 The Volunteer’s Dilemma and Reducing Community Effort

Dependents  Everybody migrates  Developer A writes

individually migration guide
M@ 1d 2d
1d 5d
Abandoned /@ 1d 5d
Dependency —@ 14 54
’\® 1d 5d
5d 4d

Figure 3.3: Illustration of the volunteers dilemma for dealing with abandoned dependencies: A devel-
oper who invests extra effort in writing a migration guide can save all other developers migration effort
(measured in days of effort). Writing a migration guide is efficient for the entire community, though more
expensive for the developer creating it.

The previous two sections discuss the various actions used by developers to reduce the anticipated
cost of abandonment, each at some investment cost. However, the person who makes the investment and
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the person who benefits from said investment does not necessarily have to be the same. The actions of
one developer can benefit many others. For example, tool builders and platforms like GitHub can invest
in making it easier to find and migrate to alternatives, which can benefit all the developers who use such
platforms. Similarly, many interviewees benefited from the actions of other individual developers when
figuring out how to address dependency abandonment, including finding pointers to forks or alternatives,
learning about abandonment early through community channels, finding blog posts explaining migration,
benefiting from posted bug fixes, and receiving help finding new maintainers (Sections 3.3.2-3.3.5).

We call these investments designed to benefit others community-oriented solutions. They reduce the
redundant reaction effort expended by subsequent projects facing the same abandoned dependency, as we
illustrate in Figure 3.3. Creating community-oriented solutions requires additional effort on top of the
reaction effort required for a developer to address the abandonment in their own project, for example, by
writing a blog post after fixing their own problem.

However, beyond the small handful of interviewees who reported doing so (P2a, 2b, 13, 30), intervie-
wees did not typically consider creating community-oriented solutions, because they had many competing
demands, no incentive to invest the additional effort, or simply had not considered it. This situation is an
example of the volunteer’s dilemma [47], which is canonically formalized as a game with a group of
members, where each member can decide whether to volunteer and incur the associated cost of produc-
ing a public good that all group members benefit from collectively, and if nobody volunteers, the entire
community loses [165].

The volunteer’s dilemma has been studied both theoretically and empirically in fields like economics,
social psychology, organizational behavior, and game theory for decades. Surveying this wealth of knowl-
edge, we collected some practical solutions that we suspect may encourage the creation of community-
oriented solutions for dependency abandonment:

Reducing the Cost of Creating Community-Oriented Solutions. Increasing volunteering costs reduces
the individual likelihood of each group member volunteering and the overall likelihood that the public
good will be produced [74, 87]. This suggests that one of the most straightforward ways to support
the creation of community-oriented solutions is by decreasing the additional effort required to do so.
For example, creating a uniform and visible place on abandoned projects to discuss solutions can make
it easier for community members to post about alternatives or share advice. We conjecture that tools,
especially platform features in GitHub, have substantial potential to facilitate and streamline the sharing
of information about how to deal with specific abandoned dependencies.

Nudging Potential Volunteers. Where relevant characteristics of group members are visible, nudging [18]
people who are in a better position to volunteer and have lower volunteering costs can be an effective
way to encourage creating the public good [97]. For example, a bot could nudge developers who already
created an active fork by suggesting they advertise it on the abandoned dependency project. More research
is needed to determine who is in a ‘favorable’ position and to design nudges that fit into existing workflows
and practices.

Priming Potential Volunteers and Re-framing Volunteering. Priming potential volunteers to be in a
charitable or competitive mindset can impact the likelihood of an individual volunteering [105]. This
suggests that framing the creation of community-oriented solutions as a deliberate act to benefit the larger
open-source community could encourage such creation and normalize it as a common action. Also esti-
mating the possible impact of creating a community-oriented solution could be motivating for some. More
research on the attitudes of developers toward various community-oriented actions and how actions for
abandoned dependencies fit in could help design a supportive framing.

Rewarding Volunteers. Research studying the effects of rewards and punishments on the volunteer’s
dilemma found that rewarding volunteers who step up can be more effective than punishing potential vol-
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unteers who do not, suggesting that shaming strategies are less effective than positive reinforcement [97].
For example, since many developers are motivated by helping others and supporting their community [63],
highlighting the estimated community-wide benefit of creating a community-oriented solution could il-
lustrate the good volunteering does and how such actions align with their motivations. Public recogni-
tion for community-oriented solutions, such as awards at community events or even just listing them as
part of a GitHub profile, could provide further incentives and highlight positive role models. Gamifica-
tion approaches could be deliberately used, such as awarding badges or points, but they also come with
risks [67]. More research is needed to understand which reward mechanisms are effective in encouraging
community-oriented solutions.

Facilitating and Encouraging Group Discussion. In general, incorporating communication into coor-
dination games tends to improve outcomes and facilitate coordination [14, 20, 30, 31, 57]. Facilitating
and encouraging communication between agents increases transparency and awareness of the choices
others are making, giving potential volunteers more complete information, thus allowing them to make
more educated decisions about whether to volunteer [57]. This suggests that by improving transparency
about what others who face the same abandoned dependency have done or plan to do, developers are
able to make more informed decisions themselves. For example, providing discussion forums on aban-
doned projects could help with highlighting demand (or lack thereof) for solutions. Tooling that creates
transparency about how others have or have not already dealt with the abandoned dependency (see Sec-
tion 3.4.2) can provide insights about the scope of the problem and assurance about the usefulness of
a proposed community-oriented solution. More research in communication patterns, information needs,
and automated identification of how others dealt with abandonment can help to deliberately design com-
munication spaces and transparency mechanisms.

3.5 Summary

Assuming that not all projects will be maintained forever, we refocus sustainability research on how to sus-
tainably use open-source software given the risks and realities users face today. We conducted interviews
to study how developers prepare for and deal with open-source dependency abandonment. We catalogued
the varying beliefs and philosophies surrounding dealing with dependency abandonment, preparations and
considerations used to mitigate risk proactively, and solutions used to deal with abandonment. Developers
generally navigate the tradeoff between proactive preparation and later potential reaction costs, with little
information about the actual costs involved. We particularly highlight that sharing solutions can benefit
many others facing the same problem, but that such sharing is not common. Looking at this problem
through the lense of the volunteer’s dilemma, we suggested future research directions inspired by findings
in game theory and social psychology. We hope the strategies and insights can be helpful to the many
developers who navigate abandoned dependencies daily.
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Chapter 4

Quantifying Prevalence of and Response to
Abandonment At Scale

4.1 Introduction

Despite widespread concerns surrounding dependency abandonment, we know very little about its preva-
lence or how developers react in practice. Research has primarily focused on preventing or predicting
abandonment by reducing disengagement [10, 21, 111] or improving onboarding [55, 66, 149], rather
than studying what happens when abandonment occurs. A key exception is our recent interview study
with developers where we studied their perceptions of abandonment, but without quantifying the preva-
lence or reactions in practice [113].

In this paper, we report on a large-scale, quantitative study exploring the prevalence of, impact of, and
response to the abandonment of widely-used packages in the JavaScript npm ecosystem. Specifically, we
design an approach to detect abandonment at scale, collect a large sample of dependent projects that were
exposed to abandonment across all of GitHub, and observe their responses to abandonment. We compare
reactions to abandonment with other dependency management practices of updating dependencies with
and without known vulnerabilities. Finally, we use statistical modeling to investigate what factors impact
likelihood and speed of abandoned dependency removal. Specifically, we ask the following research
questions:

RQ1la How prevalent is abandonment among widely-used npm packages?
RQ1b How many open source projects are exposed to abandoned dependencies?

RQ2a How often and how fast do dependent projects remove abandoned open source dependen-
cies?

RQ2b How does this compare to how projects update dependencies in general?

RQ2c¢ How does this compare to how projects update dependencies with security vulnerability
patches?

RQ3 What dependent project characteristics are associated with removing abandoned dependen-
cies?

RQ4 How does announcing the abandonment status of a package impact how fast dependent
projects remove the abandoned dependency?

Even with a conservative operationalization, we find that the abandonment of widely-used packages is
prevalent, with 15% of widely-used packages becoming abandoned within our six-year observation win-
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Figure 4.1: Survival probability for event “dependency event is not resolved” w.r.t. the date of event
occurrence within dependent project’s lifetime.

dow. Those abandoned packages expose many dependents, but average direct exposure even for widely-
used packages is lower than might be expected, suggesting that collaborative responsible sunsetting strate-
gies might be feasible. Developers seem to care about abandonment — 18% of exposed projects remove
the abandoned dependency, which is roughly comparable with other dependency management practices
such as installing updates (cf. Figure 4.1), but reactions to abandonment tend to be delayed — in fact,
removal of abandoned dependencies strongly correlates with other good development practices, including
regular dependency updates. Finally, making the abandonment status of a package clear can help exposed
projects react faster (1.58 times higher chance of reaction on average, at any point in time), suggesting op-
portunities for low-effort transparency mechanisms to help exposed projects make better, more informed
decisions. Overall, our results suggest many opportunities to foster responsible use of open source for
developers and responsible sunsetting for maintainers.

4.2 Detecting Open-Source Package Abandonment

To study abandonment at scale, we first design two conservative heuristics and a manual validation process
for the heuristics. Specifically, we look for cases of abandonment with a clear abandonment event, with
the evidence coming from either (1) documentation or metadata explicitly indicating a package will not
receive further maintenance (explicit-notice abandonment); or (2) shifts in activity patterns from regular
maintenance to not receiving any development activity for two years (activity-based abandonment). We
intentionally pursue a high-precision detection strategy (detecting real and clear abandonment events),
while accepting lower recall (missing some cases of abandonment, e.g., projects that slowly became inac-
tive over an extended period of time). This will result in an undercount in RQ1 (scope of abandonment)
but increases confidence in analyses based on our data (RQ2-RQ4). For details on the operationalization
of both abandonment detection heuristics, please see the paper [115].

4.3 RQ1: Abandonment Prevalence and Exposure

We begin by quantifying the frequency of abandonment among widely-used packages in npm. We focus
on widely-used packages, rather than including the many more that never gained traction, as a way to
focus on digital infrastructure.

We then estimate exposure of abandonment on projects in GitHub that were active and depended
directly on an abandoned package at the time of its abandonment (cf. Figure 4.2). We estimate exposure
for all of GitHub without restricting the analysis to popular or widely-used projects, because abandonment
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Figure 4.2: Overview of our data collection and analysis.

affects all kinds of users of open source, whether they build popular libraries or applications, or just
maintain personal projects. Users of open source dependencies who write closed-source applications are
obviously not captured by our analysis; exposure rates should be considered as a lower-bound estimate.

4.3.1 Research Methods

We identify abandoned packages and exposed projects with data from npm, GitHub, and World of Code [103].
We restrict our analysis to abandonment in a six-year observation window from January 2015 to December
2020, for which we can collect all relevant data at scale and which starts after npm has been established
and widely used.

Identifying Abandoned Widely-Used npm Packages. To scope our analysis to widely-used packages that
can have a substantial impact on the ecosystem if abandoned, we consider only the 36,164 of 1,063,835
npm packages (in 2020) that had at least 10,000 downloads in any month of our observation window (per
npm download statistics [1]). We use downloads (rather than reverse dependencies) since they capture
both public and private use of packages. After filtering out 940 packages from mono-repositories (i.e.,
repositories hosting multiple packages) and 7,124 packages that did not have at least 10 total activities
by contributors in any year of our observation window, the dataset contains 28,100 widely-used npm
packages.

We then identify which of these packages were abandoned and when, as described in Section 4.2,
using both the explicit-notice and activity-based detection approaches over the entire observation win-
dow. Because the activity-based abandonment definition requires two years of activity observation before
abandonment and after, it can only occur in the two middle years of our observation window, whereas
explicit-notice abandonment can occur in all six years.

Identifying Exposed Dependents. Next, we identify dependent projects across all of GitHub (not just npm
packages) that were directly exposed to abandonment. In contrast to prior work on dependency manage-
ment [44, 45, 129, 171], we explicitly consider all projects rather than just reverse dependencies within
npm to capture the impact on open source developers broadly, not just on other package maintainers. In-
stead, we use World of Code (WoC) to find all dependents of the detected abandoned packages. WoC is
a large scale analysis infrastructure that indexes and curates nearly all public open source code, intended
for research studying software supply chains [102, 103]; we use version V, the latest at the time of this
analysis.! We queried WoC to retrieve all GitHub projects, excluding forks, that ever depended on any of

!GitHub itself has a Dependency Insights feature. However, the functionality is closed-source and poorly documented, and
our initial experiments showed too many incorrect dependency entries for it to be trustworthy.
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the abandoned packages in a package.json file in their root directory. For more details about WoC and the
aforementioned queries, please refer to the paper [115].

Due to the vast number of candidate dependent projects returned by WoC (usually millions) and the
nontrivial analysis costs, we perform the analysis on a large sample of 60,000 randomly selected candi-
date dependents and extrapolate exposure rates to the entire population statistically. We further checked
each candidate dependent project in our sample by cloning the project’s repository and analyzing the de-
pendencies at the time of abandonment. We use the same step to also detect whether the repository had
any commit activity after the time of abandonment. This allowed us to identify the subset of dependent
projects that were actively depending on an abandoned project at the time of abandonment who also had
at least one commit after abandonment occurred (to ensure they were not entirely inactive themselves).

Limitations. As discussed in Section 4.2, construct validity for abandonment is difficult to establish. De-
spite best efforts to design and validate meaningful but conservative heuristics for detection, we may not
capture all notions of package abandonment, e.g., adding notices in an external blog or entirely stopping
maintenance after years of minimal maintenance activity. For the purpose of this study (actions taken as
a result of abandonment) we designed our heuristics to be conservative, hence our abandonment numbers
should generally be seen as a lower bound. Additionally, because there are many ways to define abandon-
ment and because we consider multiple definitions of abandonment, there could be packages that meet
one definition of abandonment while not meeting another. For further details on the limitations of these
research methods, please refer to the paper [115].

4.3.2 Results
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Figure 4.3: The distribution of peak download counts during our observation window and current star
counts (March 2024) for both non-abandoned and abandoned widely-used npm packages are similar.

Of the 28,100 widely-used npm packages in our dataset, we identified 4,108 (15%) as becoming aban-
doned during our six-year observation window. Abandonment events were distributed fairly uniformly
across the observation window, without clear patterns or peaks. In addition, abandoned packages were
similar to non-abandoned packages, e.g., in terms of peak downloads and stars (cf. Figure 4.3).

Our relatively large sample size for downstream dependent projects affords high generalizability —
approximately 0.4% margin of error at 95% confidence level. Assuming the same abandonment rate of
15%, we estimate” that the 4,108 abandoned packages exposed 283,207 + 2,096 GitHub projects (not
including forks) who had an abandoned package as a direct dependency at the time of its abandonment

The estimates are based on 2,046,047 candidate exposed projects retrieved with World of Code, from which we randomly
sampled and analyzed 60,000. Among those we found 8,305 exposed dependents to the abandoned packages; of those 2,288 had
commit activity after exposure.
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(average 69 projects exposed per abandoned package). Of those projects, we estimate that 78,023 £ 624
GitHub projects had any commits after exposure, i.e., they were not abandoned themselves at the time and
might need to respond.

Key Insights: Of the 28,100 widely-used npm packages, 4,108 (15%) were abandoned during our
observation window. We estimate that 78,023 dependent projects on GitHub, still active at the time
of abandonment, were directly exposed.

4.4 RQ2: Responding to Abandonment

We detect how often and how fast dependent projects exposed to the abandonment of widely-used pack-
ages remove the package after abandonment. Essentially all strategies to respond to abandonment that
do not involve preventing it (e.g., contributing financially, taking over maintenance) involve removing the
dependency (e.g., replacing it with an alternative, switching to a fork, copying the code, removing the
functionality) [113]. Additionally, we compare the response to abandonment to other established depen-
dency management practices, specifically, to developer responses to updates of their dependencies with
and without known security vulnerabilities.

4.4.1 Research Methods

We detect responses to abandonment (RQ2a) as well as responses to updates (RQ2b) and security patches
(RQ2c) with the same three-step research design: (1) We collect a set of events of interest among widely
used npm packages — package abandonment, package updates, security patches. (2) We identify active
projects directly exposed to these events. (3) We determine whether and when the exposed projects sub-
sequently responded — by removing or updating by analyzing the commit history of their package.json
file(cf. Figure 4.2).

To scale the analysis, we randomly sample both (a) from the set of all possible events to analyze and
(b) from the set of all exposed dependents for those dependencies. Note that we use a consistent approach
to collect data for different dependency management practices, rather than comparing our abandonment
data against previously published results on other dependency management practices — this allows for a
direct comparison and avoids potential issues caused by the differences in research design and analyzed
populations in past research [25, 44, 45, 46, 88, 109, 132, 171].

Removal of Abandoned Dependencies (RQ2a). We rely on the data from RQ1, namely the 4,108 aban-
doned packages we identified and the sample of 2,288 directly dependent projects that were active after
the abandonment event. For each dependent, we analyze their commit history after the abandonment
event to measure whether and how long it took them to remove the abandoned dependency from their
package.json file. While the abandonment event must happen within our observation window ending in
December 2020, we analyze subsequent reactions until a cutoff date of September 1st, 2023.

Dependency Updates After New Package Releases (RQ2b) and Security Patches (RQ2c). To generate
a sample similar in size to abandonment, we first identify all releases of widely-used packages released
within our six-year observation window, and then randomly sample 6,000 of these releases making sure
each is from a unique package. As a special version of detecting responses to package updates, we
analyze responses to releases that patch known security vulnerabilities using vulnerability data from the
OSV database [3]. We found 442 packages among our set of 28,100 widely-used npm packages that had
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at least one vulnerable release and corresponding patch release within our six-year observation window.
For each of these packages, we randomly selected one patch release, resulting in 442 events of interest.

For each both these groups of packages of interest, we use the same search strategy with WoC de-
scribed in Section 4.3 to detect candidate GitHub projects that directly depended on the package of interest
ever. We then analyze a large random sample of those candidate dependents for each group (> 500, 000),
using the same process described in Section 4.3 to identify the subset that depended on the package of
interest at the time of the update and who had had any commits after the event. If the dependent uses
floating version constraints (patterns that match multiple versions, e.g., “1.4.2 to match release 1.4.2
and any later releases before 2.0.0) that allowed them to automatically update at the time of the event,
we discard the dependency from our analysis as it does not require developer intervention to update the
dependency. For further details please refer to the paper [115].

Analysis. To answer the research questions, we use survival analysis, which specializes in modeling time-
to-event data and providing estimates of the survival rates for a given population [84]. Specifically, we
use the Kaplan-Meier estimator [85], which is a common non-parametric statistic for estimating survival
functions [34]. For more details on survival modeling and why it was an appropriate choice in this context,
please refer to the paper [115].

Limitations. To capture the reaction to average events, we intentionally do not stratify our analysis by
major/minor/patch release or vulnerability severity. Behavior may differ between different subtypes of
events, which is not the focus of our study. Similarly, a security patch is not automatically urgent, since
the vulnerability may not be exploitable; again, our study only reveals average practices and does not set
normative expectations. Finally, our study does not capture the more nuanced behavior of floating depen-
dency declarations when locking dependencies with npm — in such cases, updates matching the versioning
pattern may not be fully automated; excluding those cases helps us avoid ambiguity about what actions
developers take, but may miss some actions. Limitations from RQ1 also apply.

4.4.2 Results

Only 18% of directly dependent projects with any development activity after the abandonment date ever
remove the abandoned dependency before our cutoff date (419 of 2,288 in our sample) — the vast ma-
jority of dependent projects did not remove the abandoned dependency. Among dependent projects that
removed the abandoned dependency, the average time to removal is 13.5 months. Consistent with past
research [45, 88], we also observe that many developers do not update dependencies, even those with se-
curity vulnerabilities: Only 17% (1,366 of 7,916 in our sample) respond to a random dependency update
before our cutoff date with an average time to update of 10.5 months; and 44% (1,720 of 3,857 in our
sample) install a patch to a security vulnerability with an average time to update of 8.5 months.

We show survival curves indicating the percentage of dependent projects that react to package aban-
donment, package updates, and security patches respectively within a given time window in Figure 4.1,
illustrating that security patches are installed at higher rates and faster than other updates and that de-
velopers react to abandonment generally at similar rates and with similar latency to random dependency
updates. Note that survival rates in the plot are lower than what may be expected from past research, be-
cause we censored projects if they became inactive during our observation window — the lack of updates
can often be explained by dependent projects becoming inactive whereas dependent projects that remain
active for long periods of time after security patch release are much more likely to eventually update.’

3 As described above, our results do not include dependents that can automatically update dependencies due to floating depen-

dency version declarations. This would account for an additional 33% immediate random dependency updates and an additional
70% immediate security patch updates, also shown in corresponding survival curves in our supplementary material [114].
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Key Insights: The response rate for abandonment is similar to updates and lower than the rate for
security patches.

4.5 RQ3: Characterizing Responsive Dependents

Next, we study population-level differences between the characteristics of projects that remove abandoned
dependencies and those that do not.

4.5.1 Research Methods

Using our sample of 2,288 dependent projects directly exposed to an abandoned dependency, identified
in RQ1, we take a snapshot of each project at the time of exposure to abandonment, operationalize nu-
merous factors representing different project characteristics (hypotheses Hi-Hg described below), and use
logistic regression analysis to model the relationship between project characteristics and the likelihood of
removing the abandoned dependency.

Hypotheses and Variables. Specifically, the binary response variable is whether the abandoned depen-
dency was removed within two years of abandonment. In addition, we test hypotheses about the associa-
tion between the following variables and the binomial outcome:

H; Dependency Count

Hy Dependency Management Practices
Hj3 Activity

Hy Number of Maintainers

H; Corporate Involvement

Hg Governance Maturity

For details on the theory behind and operationalization of each variable, please refer to the paper [115].
For all of the above variables, we collect the relevant data from the GitHub API or from the repository’s
git history. Where possible, we follow measures developed and validated in past research. We manually
validated the construct validity of each factor using a sample of projects to avoid systematic errors by
manually verifying that the factor seemed to indeed capture the intended data accurately.

Modeling Considerations. Before estimating the model, we took several steps to ensure model quality
and validity. Including checking for influential outliers and highly skewed distributions, heteroscedasticity,
and multicollinearity, including relevant control variables, evaluating the model’s overall goodness-of-fit
we used McFadden’s pseudo-R? measure [162], and evaluating the statistical significance of the model
coefficients at the = 0.05 level. For further details on these steps, please refer to the paper [115].

Limitations. As is usual for this kind of work, despite the careful development and validation described
above, the operationalized factors in our model can only capture part of the concepts they are intended
to represent and measure. There may also be additional dependent project characteristics and unobserved
confounding factors that we did not include in our model meaning our findings should not be considered
an exhaustive list. Hence, as usual, care should be taken when generalizing our results beyond the studied
measures. For more details, please refer to the paper [115].
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Figure 4.4: Summary of the multivariate logistic regression modeling the likelihood of removing an aban-
doned dependency within two years post abandonment. Confidence intervals (horizontal lines) for the
odds ratios (OR) that do not intersect 1 indicate variables with statistically significant effects.

4.5.2 Model Results

Regression results in Figure 4.4 show five significant effects. One is a strong positive effect of governance
maturity (supporting Hg): For projects with one standard deviation higher governance maturity score we
expect to see about 43% increase in the odds of removing the abandoned dependency. The model also
shows that higher technical lag is, on average, statistically significantly negatively associated with the
likelihood of removal (supporting H>).

Projects with higher dependency churn are generally more likely to remove abandoned dependencies
(supporting Hs). To demonstrate the interpretation of the exponentiated regression coefficient, for every
factor e (~ 2.72) increase in the amount of dependency churn (note the log transformation), the odds of
removing the abandoned dependency for the average project in our sample multiply by 1.15, holding all
else constant. Additionally, as expected we observed a significant effect for both control variables project
age and project size.

The explanatory variables num dependencies (H1), use of dependency management tools (H2), num
commits (H3), num maintainers (H,), and num corporate commits (Hs) were not significant in the model
meaning we have insufficient evidence to reject the null hypothesis that these factors do not impact the
likelihood of abandoned dependency removal.

Key Insights: Projects that are more mature, have higher dependency churn, and keep more up to
date on dependency updates are more likely to remove abandoned dependencies within two years.

4.6 RQ4: Influence of Announcing Abandonment

4.6.1 Research Methods

RQ4 extends RQ2 and RQ3 using the same data as RQ2, except we model the distinction in responses
to packages that were explicitly declared as abandoned (explicit-notice) as compared to packages that
just stopped maintenance (activity-based) as introduced in Section 4.2. Similarly to RQ2, we again apply
survival analysis to model the time to removal of the abandoned dependencies, except now we use a
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multivariate Cox proportional-hazards model [69] to jointly control for all factors modeled in RQ3 (see
Section 4.5.1 for factor definitions). Cox regression is commonly used in medical research for modeling
the association between the survival time of patients and one or more predictor variables. In our case, we
use Cox regression to estimate the effect of an explicit notice of abandonment on the rate of dependency
removal events happening at a particular point in time, i.e., the “hazard rate.”

4.6.2 Results
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Figure 4.5: Summary of the Cox proportional hazards multivariate survival regression modeling the time
to removing an abandoned dependency. Confidence intervals (horizontal lines) for the hazard ratios (HR)
that do not intersect 1 indicate variables with statistically significant effects.

We observe after controlling for all the factors we hypothesized are associated with removing aban-
doned dependencies in RQ2, that there is a statistically significant relationship between the presence of
an explicit notice of abandonment for a given dependency and an increased likelihood of the abandoned
dependency being removed by downstream projects (cf. Figure 4.5). Holding the other covariates con-
stant, dependencies with an explicit abandonment notice have 1.58 times the probability of being removed
within a time span than abandoned dependencies without an explicit notice (95% confidence interval of
1.26 to 1.98). This is in alignment with our expectations, because explicit-notice abandoned packages
provide a clear signal to dependents and are more visible sooner.

Key Insights: Packages that provide an explicit-notice of abandonment tend to be removed at
significantly faster rates compared to those that do not.

4.7 Discussion and Implications

The Scale of Abandonment. Our study finds that abandonment, even among widely-used npm packages,
is fairly common. While many developers carefully analyze signals like the number of stars, responsive-
ness to issues, or number of contributors when adopting dependencies [91, 118] and past studies have
shown several statistical predictors for survival [10, 27, 161], we were surprised by the scale of abandon-
ment among packages that had healthy signals, were among the most popular packages on npm, and were
generally similar in their distribution of stars and past activity to those with sustained maintenance. Given
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that open source maintainers may disengage for all sorts of reasons, such as losing interest, changing jobs,
and starting a family [111], users of open source are likely not able to entirely escape abandoned dependen-
cies with careful upfront vetting, but may also need to actively consider strategies to manage abandoned
dependencies — an area also called for in our recent interview study [113] for which maintainers have with
little existing support.

The Rippling Effects of Abandonment. Although abandonment rates are fairly high, we were surprised at
the low rates of direct exposure. While GitHub’s Dependency Insights page often show thousands to hun-
dreds of thousands of dependent projects for the abandoned packages, the actual direct exposure of active
dependent projects at the time of abandonment was not that high (¢ = 19, cf. Section 4.3.2). Many ad-
ditional dependents of abandoned packages were abandoned even before the package’s abandonment, so
they are unlikely to care about it; many others adopted the package even after it was abandoned, possibly
knowing and accepting that they will not receive updates.

Package abandonment has vastly more wide-reaching consequences when also considering indirect
dependencies. On the one hand, this is good news since the few projects that depend directly on an
abandoned package can potentially mitigate the consequences of abandonment for the many downstream
projects that rely on the abandoned package only transitively. On the other hand, if the maintainers of
these intermediate projects do not act, developers have very little means to do anything about indirectly
used abandoned packages in their dependency graph. With an increased focus on the entire supply chain
through software bill of materials (SBOMs), software composition analysis (SCA) tools and company-
wide or agency-wide policies for sunsetting, this can cause a lot of pain for huge numbers of developers,
vastly more than those directly exposed. We recommend that maintainers of popular projects should
be particularly attentive to monitoring and reacting to abandoned direct dependencies due to their
outsized lever to benefit the entire ecosystem.

For many abandoned packages in our sample, the small direct exposure would make it feasible to
reach out to affected dependent projects (in the context of breaking changes, such proactive actions are
not uncommon [15]). However, maintainers currently do not have tools to identify all active direct depen-
dents (e.g., GitHub’s Dependency Insights page reports too many false positives, vast numbers of inactive
projects, and drowns out direct dependents among many more indirect ones while some dependents may
not even be hosted on GitHub). Researchers or practitioners should explore tools for more targeted
outreach to direct active dependents.

Allocating Resources to Sustain Open Source Communities. Discussions of open source sustainability
are often centered on the most widely-used packages that form essential digital infrastructure and usually
focus on keeping those projects alive, which may be arguably cheaper in the grand scheme of things than
placing the cost for mitigations and replacements on all their dependents. However, the observed low rates
of direct exposure may call that balance into question, especially if we can help the exposed projects with
a migration guide or through other coordinated action (discussed as “community-oriented solutions” in
Section 3.4.3).

There is also a fairness argument regarding the degree to which the often-volunteer maintainers of
packages do or should feel responsible to provide ongoing maintenance for their dependents, most of
whom never contribute to the package in any way. As we argued previously [113], we believe it is time
to place more emphasis on the responsible use of open source rather than attempting indefinite
maintenance.

In our study, we explicitly consider all dependents, not only other packages in npm and not only
packages or projects that are popular and form digital infrastructure themselves. That is, many of the
exposed dependents are O-star projects, including personal projects like maintaining a personal website
— but all of them were still maintained for some period after exposure to abandonment. Less prominent
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dependents may have a more relaxed attitude toward abandonment, but they may also be less experienced
in dealing with dependencies and likely spend less time on dependency management overall, thus making
abandonment possibly even more disruptive. More research is needed on whether and how to help such
developers, rather than only helping and studying the most active developers or the most popular
projects.

Abandoned Dependencies in the Context of Dependency Management. Despite many calls for better
dependency management, especially from a security perspective (recently even with the US White House
joining in [4]), study after study shows that the majority of developers rarely update dependencies, even
those with known vulnerabilities, and even when informed about problems by automated tools [12, 25,
44, 45, 46, 88, 93, 109, 129, 132, 132, 137, 144, 152, 171]. If developers do not patch known security
vulnerabilities or even add dependencies with known vulnerabilities, should we expect them to care about
abandonment? Our results show that different dependency management practices correlate. Developers
who generally keep their dependencies up to date are also more likely to react to abandoned dependencies.
When (or if) the larger open source community manages to improve dependency management practices in
response to perceived higher stakes (e.g., the continuously increasing frequency of supply chain attacks),
we expect to also see more people reacting to abandonment — therefore support to help developers
exposed to abandonment will only become more important.

At the same time, abandonment is different. A dependency does not automatically and immediately
become a problem when abandoned — impacts are often delayed and may not even occur in a dependent
project’s lifespan [113]. A large number of updates and vulnerability fixes can be captured with floating
dependency versions (semantic versioning is a common practice in npm [41, 129], automating the “imme-
diate reaction” to 33% of analyzed updates and and 70% of analyzed patch events; although this practice
also raises its own security challenges [43, 44, 89]) and various SCA tools can inform and automate update
actions. However, there is no equivalent default action or tool automation for abandonment. The decision
to remove abandoned dependencies is closer in nature to decisions surrounding technical debt reduction
and risk reduction (similar to trying to stay on top of updates to avoid painful large migrations and in-
tegration problems later [15]) than the more immediate urgency to patch known vulnerabilities. This is
visible in our results (e.g., Figure 4.1) where fixing vulnerabilities is more likely and faster than reacting
to abandoned dependencies, but reactions to abandoned dependencies are fairly similar to reactions to
random dependency updates, even in the absence of any automated tooling.

Responsible Sunsetting and Effectively Signaling Abandonment. Our results show that many developers,
though far from all, care about abandoned dependencies but may not be aware of them or may observe a
dependency for a lengthy period before taking action. Dependencies that are clearly marked as abandoned
(explicit notice, see Section 4.2) are removed significantly faster than those that silently stop receiving
maintenance (RQ4), suggesting that awareness matters. Based on our research, we can clearly recommend
that maintainers should place an explicit notice about abandonment of their package as their final
action to benefit their dependents, costing very little effort to the departing maintainers. We believe
it is time to establish best practices for responsible sunsetting of packages, which may include leaving
an explicit notice and possibly also reaching out to direct dependents.

In addition, future research should explore the most effective way to present abandonment no-
tices, for example, where to place notices to be effective (e.g., placed in README versus using npm’s
deprecate message to create alerts during package installation) and what to include in the message to make
it actionable (e.g., alternatives, migration paths). We also expect that there are many opportunities to bet-
ter communicate the maintenance status of packages beyond already available signals. There are many
research opportunities to develop dependabot-style tooling to inform developers about abandoned depen-
dencies and to curate actionable information (e.g., automatically suggest alternatives [24, 72, 119] or even
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generate patches [6, 7, 26, 124, 167]). Building on the vast research on signaling theory [133, 158, 160]
and the use of nudging in software engineering [73, 104, 116], the key challenge for designing such tools
will be identifying when and how to inform developers, as the abandonment of different dependencies
may not be equally important to developers [113].

4.8 Summary

We perform a large-scale quantitative analysis across all widely-used packages in the npm ecosystem,
identifying how common abandonment is, measuring exposure and response to abandonment, and per-
forming statistical analysis to understand what factors impact the likelihood of removing abandoned de-
pendencies. We found that abandonment is common and that the majority of exposed dependents do
not remove the abandoned dependencies, but also that removal rates are significantly faster for packages
that provide explicit notice of abandonment. Based on our finding we recommend strategies for focusing
remediation activities, responsible sunsetting, and prioritizing research and tooling.

4.9 Data Availability

The data and script necessary to reproduce all visualizations and models in the paper are available in the
publicly-accessible artifact hosted on Zenodo [114].
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Chapter 5

Proposed Intervention: Identifying
Impactful Dependency Abandonment

5.1 Introduction

In Chapters 3 and 4 we learned that open source dependency abandonment is a wide-spread issue that
developers often struggle with due to a lack of resources and support. In cases where identification hap-
pens after a concrete problem has occurred, immediate action is frequently needed to respond to the
problem which can be disruptive to projects. Thus, many developers would like to proactively identify
abandonment before a concrete issue occurs so they can respond without immediate time pressures (cf.
Section 3.3.3). However, due to the time and effort intensive process most developers use to identify aban-
donment (when they are able to identify it), it is often prohibitively costly to do so given the size of the
average dependency tree in the npm ecosystem, making the identification of abandonment a bottleneck
in the process of addressing abandonment. Furthermore, although most projects exposed to abandonment
do not remove the abandoned dependency, removal rates are significantly faster when package abandon-
ment status is explicitly stated (as opposed to when packages silently stop receiving maintenance) (cf.
Section 4.6.2). These findings highlight the lack of resources necessary to effectively and efficiently face
dependency abandonment and demonstrate the widespread unmet need for tooling to support developers
throughout this process.

In this proposed study, we aim to design an intervention to help improve and streamline [a part of] the
process used by developers facing abandonment. As discussed in Section 3.4, there are many different
stages in the process of facing abandonment where developers lack support, and in turn, many opportu-
nities for interventions. Some examples of potential interventions include tooling to automatically: gen-
erate API migration guides or abstraction layers using LL.Ms, identify suitable alternative packages using
wisdom-of-the-crowd migration patterns, or generate template code for (semi-)automatic API migration.
Ultimately, for this proposed study we decided to develop an intervention to support the automated iden-
tification of abandoned dependencies because identification can be a critical bottleneck in the process of
addressing abandonment. Additionally since improving information transparency surrounding abandon-
ment can support timely downstream responses, this suggests that designing a tool to help automatically
identify abandonment could lead to meaningful improvements in response rates by increasing awareness
and lowering the opportunity cost of identifying dependency abandonment.
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5.2 Research Design

While there is an unmet need for tooling to support the automated identification of abandoned depen-
dencies, there are many well established software component analysis (SCA) tools for supporting other
dependency management tasks, such as dependency updates and security vulnerabilities, including Snyk,
Dependabot, and Sonatype. These tools serve as mechanisms to help automate routine dependency man-
agement tasks in order to alleviate developer workloads (in theory) e.g., keeping a project’s dependen-
cies up-to-date by notifying developers of update opportunities and creating automated pull requests
with proposed updates. While these tools can have a positive impact on dependency management prac-
tices [73, 116], those effects are tempered by pervasive usability issues [101, 151]. A common issue with
such tooling is providing too many notifications to developers, especially ones deemed incorrect, unimpor-
tant, or irrelevant. These notifications are often perceived as noise and can distract and annoy developers
causing information overload and notification fatigue which can lead to developers ignoring the tool or
disengaging altogether [73, 116, 151].

Using this wealth of knowledge on the unexpected collateral effects of existing dependency manage-
ment SCA tools, in this study, we specifically aim to design an intervention to support the automated
identification of abandoned dependencies in a way that will reduce the amount of effective false positives.
In the context of software analysis tools, traditionally speaking from the tool builder perspective, the term
“false positive” refers to incorrect reports produced by the tool. However, since from the user perspective
a false positive is any report the user did not want to see, to capture the user’s perspective when discussing
false positives, Sawdowski et al. coined the term effective false positives which they define as “any report
from the tool where a user chooses not to take action to resolve the report” [139].

In the context of this study, effective false positives can be considered notifications about the abandon-
ment of dependencies whose abandonment is not noteworthy or impactful to a project given the context of
their usage. Since we know from Section 3.3.4 that not all dependency abandonment is equally concern-
ing to developers, instead of creating a “Abandabot” tool that opens an issue every time a dependency is
abandoned, in this study we will design a prototype tool to support the automated identification of aban-
doned dependencies without overwhelming developers, by only notifying developers about dependency
abandonment that is likely impactful and noteworthy to their project. However, to do so, we first have to
understand what differentiates dependencies whose abandonment is impactful, as such we first ask:

RQ1 How does the context of a project’s usage of a dependency effect whether that dependency’s
abandonment would be impactful to the project?

RQ1b How well can we approximate whether a given dependency’s abandonment would be im-
pactful to a project using an operationalized heuristic based on the context of the project’s
dependency usage?

Furthermore, in the context of notifications for dependency abandonment, in addition to the ques-
tion of which dependence’s abandonment will be impactful there is also the question of when a given
dependency’s inactivity becomes noteworthy. L.e., after how long of a period of inactivity does a partic-
ular dependency’s lack of maintenance become a noteworthy signal to the project, assuming there is no
explicit-notice of abandonment the judgement must be made solely based on activity patterns. Although
we are unsure whether an attempt to design a singular internally-consistent heuristic for when a project
will want to be made aware of a particular dependency’s inactivity will be successful given the deeply per-
sonal and highly subjective nature of defining activity-based abandonment, we engage with this question
as an optimistic exercise that we hope will at least yield some general insights. As such, we as:

RQ2 What factors influence when a project would want to be made aware of a dependency’s
activity-based abandonment, specifically focused on the context of their dependency usage
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Finally, since several studies on designing effective automated software analysis tooling have demon-
strated that such tooling should be (1) transparent and provide evidence and data justifying why a judgement-
based decision was made; and (2) designed to integrate into existing developer workflows [73, 116, 139,
151], as our final research question we ask:

RQ3 What are the information and design requirements for a prototype tool to automatically iden-
tify dependency abandonment?

We plan to explore all three research questions in parallel and we outline the research design we plan
to use to answer these questions in the remainder of this section.

5.2.1 Phase 0: Reanalyzing Existing Context

In Chapter 3 we found that not all dependency abandonment is equally concerning to developers, and
although we gained some general hypothesis surrounding what types dependencies’ abandonment may
be particularly concerning (e.g., security-related packages), we lack a sufficiently nuanced understanding
of what differentiates packages whose abandonment will be impactful from those whose abandonment
is a trivial concern motivating the need to explore this further in Phase 1. Nonetheless, the bespoke
examples and general rules-of-thumb shared by some participants in the Chapter 3 interviews revealed
some potential ideas for differentiating factors. As a first step to develop preliminary hypothesis for RQ1
and RQ1b, we will revisit these interviews and reanalyze them with the goal of identifying any potential
characteristics of dependencies whose abandonment would be impactful discussed.

5.2.2 Phase 1: Need-Finding Interviews

Because we know little about how dependency usage effects whether a dependency’s abandonment will
be impactful and when, we then perform semi-structured formative need-finding interviews [98], whose
protocol has two primary focuses. The first focus of the protocol is attempting to understand which depen-
dencies participants will care about becoming abandoned (and when their inactivity becomes concerning).
We plan to explore this specifically though the lens of understanding the impacts and consequences of a
particular dependency’s abandonment on a project, given the context of their dependency usage in their
code base. We will use these insights to inform the design of theoretical heuristics for RQ1 and RQ2
encapsulating these findings in Phase 2.

The second focus of the protocol will be eliciting design requirements and information needs for the
prototype tool to support the automated identification of abandoned dependencies. For RQ3 we plan to use
a user-centered participatory design process to iteratively and collaboratively develop a prototype design
that is driven by the needs and existing workflows of developers. We chose to use a participatory design
process for RQ3 because we wanted to ensure the prototype design was created in a way that would make
it an effective and genuinely helpful to developers. Participatory design is a well regarded approach which
prioritizes stakeholder engagement throughout the research process and respects participant insights to
inspire and help guide the design process [68]. We will work collaboratively with developers at multiple
phases of the process to not only understand what their needs and ideas are, but to also iterate on the
prototypes together. This second focus of the interview protocol will be the first step in this participatory
design process for RQ3, which will inform the prototype tool sketch developed in Phase 2 that we will
then elicit another round of user feedback on in Phase 4.

Additionally, we will use a preliminary prototype dashboard tool in the protocol to (1) help contextu-
alize discussions about all their project’s dependencies and their current maintenance status, and (2) as a
starting point example to help spark more rich discussions about tool design rich and information needs
(cf. Figure 5.3).
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Interview Participants and Recruiting. The interview participants will be active maintainers of open
source projects, who have previously faced or currently face open source dependency abandonment and
all interviews will be remote. For the sake of efficiency, we will use the rich data collected during Chapter 4
as the primary data source for identifying abandoned widely-used packages and downstream projects that
depend on them. We will generate a large random sample of downstream projects from the population
of all dependent projects found across GitHub using World of Code (WoC). Similarly to in Chapter 3,
we want to ensure the developers we interview maintain projects with recent activity, so we will employ
additional large scale data and repository scraping to collect more recent data to allow for this exclusion
criteria.

For recruiting, we will send emails to the maintainers of the projects in our sample that have a publicly-
listed email on their GitHub profile and we will offer participants a $20 Amazon gift card as compensation
for their time and to incentive participation. We anticipating running between 10-20 interviews, and plan
to use a saturation criteria of three consecutive interviews with no major novel insights as grounds for

stopping.

5.2.3 Phase 2: Data Analysis and Deriving Heuristic

Preliminary Data Analysis. As a starting point for our analysis of the rich interview data, we will begin
by qualitatively analyzing the interview transcripts using iterative thematic analysis [16]. Using iterative
thematic analysis in this first step will allow us to distill the hundreds of pages of interview transcripts into
a digestible format (codes and a coding framework) that we can subsequently use to develop higher-level
theoretical interpretations to answer RQ1, RQ2, and RQ3. During this process, we will switch between the
stages of exploring the rich transcripts, engaging with and analytically memoing the data [110], coding,
searching for common themes, and refining the codes and coding framework, as is standard recommended
practice when engaging in iterative thematic analysis [98].

Deriving Heuristic. Once the initial interview data is analyzed, we will use affinity diagramming [68] to
compile a set of rules, derived from the interview data, that we hypothesize can characterize and identify
dependencies whose abandonment would be noteworthy and impactful to a project based on the context
of their usage. Affinity diagramming will allow us to externalize and meaningfully cluster observations
from the iterative thematic analysis into overarching themes to answer RQ1 which are grounded in the
experiences of participants [68]. We will also use an analogous process using affinity diagramming to
compile a set of factors, derived from the interview data, that we hypothesize influence when a project
would want to be made aware of a dependency’s activity-based abandonment, thus answering RQ2.

Next, we will use concept mapping [121] to combine the rules together into an internally-consistent
theoretical heuristic encapsulating our findings from RQ1 which we will operationalize in Phase 3 and
then evaluate in Phase 4 in order to answer RQ1b. Concept mapping is widespread sense-making activity
that allows researchers to create a unified visual framework synthesizing and connecting together a large
set of rules as they relate to an overarching focus question [68], in our particular context, it serves as
an effective strategy to combine together the complex and likely interacting set of rules into a holistic
heuristic.

Designing Prototype. As the next step in the participatory design process for RQ2, we will iteratively
develop a sketch for a prototype tool based on the design requirements and information needs identified
during the interviews in Phase 1 using two different types of prototyping. First we will start by using
paper prototyping [143] to create a preliminary prototype design. We use paper prototyping because
it allows for the rapid development and testing of ideas through iterative design review, which we will
engage in throughout the prototyping process as well as in Phase 4. We will then collaboratively engage
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in experience prototyping [19], which is where a group of people (in this case, researchers) engage with
the prototype in a simulated realistic context of use. We will use experience prototyping because it will
allow us to try things out and gain critical feedback on realistic scenarios, which we can then use to further
improve the prototype by identifying any obvious or low-hanging issues before eliciting user feedback in
Phase 4.

5.2.4 Phase 3: Operationalizing Heuristic

Once we develop a theoretical heuristic to predict whether a given dependency’s abandonment will be
noteworthy to a project based on the context of their usage for RQ1b, we will operationalize the heuristic.
The goal of this operationalization is that we will eventually be able to input the package.json file for
an arbitrary npm project into the operationalized heuristic, which will then output a list representing the
subset of dependencies whose abandonment we predict will be noteworthy and impactful to the project
based on an analysis of the project’s code base.

Since the heuristic itself will depend on the findings from Phase 1, we do not yet know exactly how
we will operationalize the heuristic. However, based on what we learned in Chapter 3 and related work on
identifying impactful dependency vulnerabilities [92] we have some ideas. Those ideas include analyzing
the dependency use in the code base— specifically what types of functionalities the API calls utilize [76],
the type of dependency usage (e.g., development vs user-facing) [145], and whether the dependency is
used in production [92]. Additionally, we predict some more code analysis [50, 125] and LLM usage could
also end up being incorporated as well. We predict that the final classification of each dependency using
the operationalized heuristic will potentially use either a linear model (with the predicted response being
whether this dependency’s abandonment would be noteworthy) or some sort of point-based threshold
system (e.g., we predict the abandonment of dependencies with X points or higher will be noteworthy,
with points being attributed based to various operationalized rules of the heuristic).

5.2.5 Phase 4: Evaluate Heuristic and Elicit Prototype Design Feedback

Finally we plan to (1) evaluate the effectiveness and perceived usefulness of the operationalized heuristic
for RQ1b; and (2) elicit prototype design feedback which we will use to engage in a final round of revi-
sions to the prototype design which we then present as the results for RQ3, using user evaluations. Note
the results for RQ3 will also be accompanied by a qualitative summary and interpretation of the design
requirements and information needs identified through the participatory design process. We intentionally
leave the user evaluation plans vague because the actual outputs of RQ1b and RQ3 that we will be evalu-
ating and eliciting feedback on will vary depending on the findings from Phase 1, which will in turn affect
what an effective strategy for evaluation will be. We expect to use either interviews or surveys for these
user evaluations. In terms of participants we plan to use the same type of participants used in Phase 1 (i.e.,
open source maintainers who have experience with dependency abandonment), however we do not plan
to speak to the same developers again due to both concerns that repeat participants could be biased toward
giving positive answers and because we want to expand the pool of developers we gauge feedback from.
We consider interviews for the evaluation of the heuristic instead of something like a user study for
two key reasons. First, because the subject matter and question at hand does not lend themselves naturally
to a user evaluation design. User studies typically require a discrete task to be completed, a control group,
and a metric to be evaluated. The goal of the heuristic evaluation is to determine how accurately the
heuristic could predict for a given project which of its dependencies’ abandonment would be impactful and
noteworthy. Since what we are trying to evaluate is how well our predictions align with the hypothetical,
subjective decisions of users, there is no discrete task for users to perform that we could then calculate
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a performance metric for and compare to a control group. There is also no experimental condition to
stratify on to get a control group. The second reason is because the user evaluations will also serve as
an opportunity to elicit design feedback for the prototype tool for RQ3, and within the context of that
goal, interviews would be an effective methodology because they provide opportunity for more in-depth
feedback and collaborative brainstorming.

5.3 Preliminary Work

Now, we will briefly summarise the preliminary work that has been completed thus far.

Phase 0: Reanalyzing Existing Context. After reanalyzing all 33 interviews from Chapter 3, we identified
13 where participants discussed at least one characteristic of dependencies whose abandonment they are
[or are not] particularly concerned about. Anecdotally, we learned that some developers care about the
abandonment of dependencies that are runtime requirements or used in production environments and that
some developers do not care about the abandonment of dependencies used for testing and development.

Phase 1: Need Finding Interviews. We have designed the interview guide, recruitment materials, and
received IRB approval for the need-finding interviews as well as the Phase 4 evaluation interviews or
surveys. We have designed and built the preliminary prototype dashboard tool for the interview study. In
Figure 5.3 we show the dashboard landing page and what the project homepage for an arbitrary project. We
have also completed the data collection necessary to identify the pool of potential interview participants,
and we have started sending out invitations in batches of 10-20, with around 100 being sent so far. The
interviews are underway, with eight being completed thus far.

Although we are not done running interviews and analyzing the interview data, we have begun the
process of qualitatively analyzing the interview transcripts using iterative thematic analysis. One early
insight is that several interviewees considered the abandonment of dependencies involved with data pro-
cessing or data access to be particularly noteworthy. Interestingly, several interviewees also considered
the abandonment of dependencies that are critical components of their development pipeline to be note-
worthy and impactful to their project, which contradicts one of the hypotheses developed in Phase 0. In
terms of prototype tool information needs, one request made by almost every interviewee thus far has
been including resources about potential viable alternative packages when a dependency is identified as
abandoned. Several interviewees also suggested including email notifications about dependencies, but
only for noteworthy dependencies. However, one interviewee expressed an interest in email notifications
for all abandoned dependencies, suggesting a potential opportunity to combine intelligent predictions with
lightweight flexible customizations to better meet unique developer needs and preferences.
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Figure 5.1: Screenshots of preliminary prototype dashboard tool for need-finding interviews. Landing
Page (top) and Project Homepage (bottom).
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Chapter 6

Proposed Timeline

2024 2025 2026

Tasks

TA17-313
Phase1 complete need-findinginterviews
take final course
Phase2 interview data analysis
Phase2 heuristic derivation and prototype sketching
Phase3 operationalize heursistc
summer internship (tbd)
Phase4 evaluative user study
write up & submit proposed work
job applications &interviews
dissertation writing & defense

Figure 6.1: Proposed timeline. Green indicates tasks in progress and purple indicates tasks that are
planned.

There is one final study left to be completed in this dissertation: Intelligent Dependency Abandon-
ment Notification Tool Development (Chapter 5). The final study consists of four phases: Need-Finding
Interviews, Data Analysis and Heuristic Development, Heuristic Operationalization, and Evaluative User
Study. Phase 1 Need-Finding Interviews is already underway and I estimate will take two months to
complete and I will be completing my final TA requirement at the same time. Phase 2 I broke up into
two key tasks, the first being preliminary interview data analysis which will occur in-part simultaneously
with Phase 1, but I expect will take an additional month to complete. Then the second task of Phase 2
deriving the heuristic and designing prototype sketch I estimate will take two months to complete. Phase
3 operationalizing the heuristic I conservatively estimate will take two months, although depending on the
complexity of the operationalization process and the amount of trial and error necessary, I predict worst-
case it might take more like three months. I may do an internship during Summer 2025 (I'm still in the
application process). Then Phase 4 the evaluation I estimate will take two months including recruitment
and protocol finalization. I then reserve a month for writing up and publishing the proposed work at a
conference. Finally in Fall/Winter 2025 I plan to be on the job market. Then I give myself a reasonable
buffer for paper revisions, dissertation writing, and presentation preparation which will finally culminate
in a thesis defense in April 2026.
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